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Problems of construoting an optimal controller in a stochastic linear 
system for a condition of minimum least-square error, are investigated. 
The construction of an optimal Liapunov function [I] by the method of 
small parameters [aI ie described. The paper continues the researches of 
[3,41. 

1. Let the transient response of a control system be described by the 
equation 

$= A(rl)H-c(q) E (1.1) 

Here x and c are n-vectors, q(t) is a random variable, A(q) is a 
matrix of the form 11 oij 11 In; the scalar c(n, q) represents the control 
action (the control 1. 

As in [4] we describe the Markov process q(t) by means of the func- 
tions q(a) and q(a, PI in the following way [5] 

P[r~(t+At)=a/q(t)=a]=i-q(u)At+o(At) 

J'[q(t+Atl#a, q(~+~KP/rl(t)=4 =q(% P)At+o(At) 

where P is the conditional probability. 

We shall call the control e(x, q) optimal with respect to system (1.1) 
if it ensures a minimum mean value of the least-square error integral 

‘Ihe way of constructing c is based on the Liapunov function method 
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with the use of the dynamic progranzning method [61 for the stochastic 

system (1.1). We use below the concepts and notations introduced in [41. 

‘Ike Liapunov function can be chosen in the form 

the coefficients of 

system of quadratic 

from the condition 

i. j 

which are obtained for n E [n,, n,] by solving a 

integral equations. Ihe optimal control is found 

% = -+ i; Ci(11)& (1.2) 
i=j 

1 

In general, the solution of a system of quadratic integral equations 

is difficult. In this paper we study two cases where the problem can be 

solved effectively by the method of small parameters. For this the func- 

tions u(x, IJ) and c(x, q) can be expressed as series in powers of a para- 

meter n: 
03 co 

k=O k=o 

(where the necessity of solving the above-mentioned system of quadratic 

integral equations is eliminated). 

The problem is reduced to the successive computation of the coeffi- 

cients vk and ck in (1.3) from linear systems. ‘lhe convergence of the 

series so obtained for V(X, q ) and g(x, q 1 is proved. 

Case 1.1. The probability of 

i.e. 

q(a) = P(a), 

Here ~1 is a small parameter. 

Case 1.2. Equation (1.1) can 

dx/dt = 

the transition TJ = a - tl = p is small, 

Q (a, P) = Clr (a9 P> 

be written in the form 

Az+lJR(q)s+c% 

(1 .t$) 

(1.5) 

Here nR(n)x is a group of terms depending on q(t), u is a small para- 

meter, R(n) is a matrix of the form 11 rii 11 In. 

2. We study Case 1.1. let ~1 = 0. lhen the function v(.x, n) will be 

equal to the zero coefficient u0 of series (1.3). Further, by virtue of 

(1.4) we have q(a) = q(a, p) = 0, and, consequently, the problem is re- 

duced to the determination of the Liapunov function u,, and the optimal 

control to for every fixed value n = y for a determinate system of the 
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dz/dt=wY)z+ CWEO W) 

where to is the zero coefficient in series (1.3). 

Such a problem is investigated in [3] where a method is indicated of 
determining the coefficients bi. (O)(y) of the positive definite form 

which is the Liapunov function ior (2.1). For completeness we mention 
here the system of equations determining biito) 

and, in addition 

'Ihe sufficient condition for the existence of functions u. and co is 
the linear independence of the vectors c, AC, .-., A “1, [71. Let us 
assume that this condition is satisfied uniformly for q. Then u. and go 
can be determined uniquely for any q~ [q,, q,l. 

We prove that after computing u. and e. we can successively determine 
the coefficients of series (1.3) for every fixed q = y by solving a 
system of linear algebraic equations. 

lhe dynamic progrsnvning equations for the investigation of the problem 
with respect to (1.3) and (1.4) for q = y, have the form c41 

(y),,,= $ 
J 

61 

&[ i a&j + C&l + 
j=l 

h) = -=p*L+ (2.2) 
n 

(2.31 

'Ihe meaning of the derivative (&vI/dt),,-__, taken with respect to 
Eiquation (l-l), and the method of its computation, are given in [4,91. 
Ihe integral in Equation (2.2) is a Stieltjes integral. 
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From (2.3) we obtain the expression for the series coefficients 

Ek = (2.4) 

We substitute series (1.3) into Equation (2.2) and equate the coeffi- 
cients of like powers of the parameter IA. As a result of the transforma- 
tion, taking (2.4) into account, we have 

j=l 

= 5 &&k-a + 5’ [UK--l (5, A) - Ok-1 (5, 
r=1 nr 

‘lhe left-hand side of (2.5) is the derivative 
spect to system (2.1) *for q = y. We designate it 

r)l Qr (7, A) (2.5) 

dvk(%, y)/dt with re- 

by (dv,/dt),=,. ‘hen 

Equations (2.4) and (2.6) 11 a ow us to find the kth coefficient uk(%,q) 

for every q = y if we know the k - 1 preceding coefficients. Since the 
right-hand side of (2.6) is a certain quadratic form, and system (2.1) 
is asymptotically stable, then by [8, p.611 there exists a unique solu- 

tion of (2.6) for fl = y which is the quadratic form uk(%, 7): 

n (M 
vk (2, ‘1) = 2 bi, (q) Szj (2.7) 

Substituting (2.7) into (2.6) 
product xax l, we obtain a system 
termining bslCk) 

and equating the coefficients for the 
of linear algebraic equations for de- 

We investigate Case 1.2. For v = 0 system (1.5) can be written in the 

form 

dx - = As+cEo 
dt (2.9) 



On 

where A is a constant 

coefficient in series 

the analytic design of controlr 377 

matrix, c is a constant vector, co is the zero 

(1.3). 

Therefore, in this case the problem reduces to the determination of 

the zero coefficients of series (1.3) to obtain the Liapunov function u0 
and the optimal control co for the determinate system (2.9). 

‘Ihe order of computing u0 and E_a is indicated above [31. 

Substituting (2.5) here, the computation reduces to the equation 

‘Ihe left-hand side of (2.10) is the derivative (~N{u~)/dt)~__, taken 

with respect to Equation (2.9) [4,91: 

Taking (2.4) into account from (2.11) we obtain a system of linear 
integral equations for determining the coefficients 

If function q(a, p) assumes the density 

P 6% P) = 5 r*(a) ‘p, (P) 

then system (2.12) will consist of equations with a degenerate kernel, 
for which an effective method of solution is known [lo]. 

3. We will prove that under the assumed conditions series (1.3) will 
converge. 



378 E.A. Lidskii 

(1) From the study of Case 1.1 we find an estimate for the coefficient 

vk of the first series in (1.3) in terms of the estimates of the coeffi- 

cients vO, . . . , nk _ 1 Of the same series. 

From Equations (2.4) and (2.6) it follows that the right-hand side of 
(2.6) is a quadratic form 

(%),, =iPip'XiXj 
i. j 

(3.1) 

where the coefficients pnlc k, equal the right-hand sides of the corre- 

sponding equations of system (2.8): 

From (3.1) follows 

vk (T) - vk (0) = 1 (i Pljk’XGj) dt 
0 i.j 

Since by hypothesis 

T - m the form “k(T) - 
system (1.1) is asymptotically stable, then as 
0 

vk(o) - - - i (fi Pir$Xj) & 
0 Lj 

(3.3) 

Lt us denote by 11 F. .(t) 11 I” 

‘/I 

the matrix of the normal fundamental 

system of solutions of t e original Equation (1.1) for q = y. 

We determine the solutions of the system of Equations (1.1) by the 

Cauchy formula for homogeneous systems CllI: 

xi (t) = 5 F<j (t) xj:jo (3.4) 

j-1 

For the asymptotic stability of the system for q = y the equality [81 

should be valid, 

independently of 

kt us assume 

1 F<j (t) ] < Bc~(‘-‘*) (3.5) 

in which the numbers B and a can, in general, be chosen 

the initial instant t,, and of the fixed value of q = y, 

to = 0. 



On the analytic design of controls 379 

From (3.3) to (3.5) the inequality 

(3.6) 

is correct. 

From the theory of quadratic forms we have 

Therefore 

(3.3) 

We assume that for every value s = 0, 1, . . . , k - 1 the coefficients 
b. .(s) 

&I 
are computed. We introduce the notation 

max 1 b$’ 1 = Ld, max 1 CiCj 1 =. N (3.9) 

For the integral on the right-hand side of (3.2) we can make the esti- 
mate 

n1 

s 
1 @A*-” (h) - &y--l) (T)llddL h) \<=k-lr (7) 

na 

‘Ihe estimates for all the coefficients aijCk) have the form 

k-1 

1 Pi/k) 1 < 2Nn2 2 L&k-a + 4Lk--lr (r) (3.10) 

We choose for the form V(X, y) a number c > 0 such that the inequality 

is satisfied. 

(3.11) 

It is obvious that the coefficient c can be chosen independently of 
the number k. 

Using (3.6) to (3.11), for L, we have an estimate in terms of the 

known numbers Ls(s = 0, 1, ,. , , k - 1) 
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CLk < 
B2N,,f. k-1 
a 2 LeLk-s + 4n*Lk-lr,0X (rmax = max r h)) (3.12) 

s-1 

For any k and 7 the numbers c, R, a, N can, in general, be chosen in- 
dependently of k and q. We write (3.12) in the form 

f!ere 

& < n *i L,&_, + A&_, 
LT=I 

(3.13) 

A=maxAi (i=l, 2), A,= F>(), AzS4+>6 

‘Ihe remainder of the proof consists of applying the method of dcxninat- 
ing series [121. Vie investigate the quadratic equation 

P2+(Q+IL)P+b=0 (3.14) 

where a, b, p are certain numbers. 

If the number p is sufficiently small, the roots of (3.14) can always 
be written in the form of a convergent series in u 

(3.15) 

We will prove that for definite values of a and b in (3.15), one of 

the roots p i 1 1 , p(* ) can be represented 

(1.3). 

Ye substitute (3.15) into (3.14) and 

(k = 0, 1, . . . ) to zero. As a result we 
terms of PO, . . . ) pk _ 1 

by a series dominating-series 

equate the coefficients of pk 
obtain an expression for Pk in 

P,P,, + P,& 
a=1 

(3.16) 

@The value of pa is found from the equation 

pa? -b ape + b = 0 (3.17) 

From (3.16) and (3.13) it follows that the constructed convergent 
series (3.15) will dominate series (1.3) if we take 

po - Lo, 1 ---= 
2Po + a 

A 
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Hence the values of the coefficients a and b in Equation (3.14) will 

be 

By knowing o and b, from (3.17) we find that the dominant for (1.3) is 
that root of (3.14) the value of which is determined by the zero coeffi- 
cient 

po=Lo=-&- v-m= . 
‘Ihe convergence of (1.3) is proved. 

(2) Case 1.2 can be investigated in analogous order. 

Equation (2.11) is written in the form 

(3.18) 

Here the coefficients of the form, p,l(‘), equal the right-hand sides 
of the corresponding equations of system (2.12). 

We will prove 141 that the equality 

v (5, 7) = - PJk)X& / 2, r} dt 
0 f. i 

(3.19) 

follows from (3.18). 

Here the symbol MS/x, y) is the mean value of variable S for initial 
conditions n, y. 

We investigate the derivative &uk(x( t), q (t) )/no, y , t,,)/dt, taken 
with respect to Equation (2.9). Averaging with respect to x, +J we get the 

equality 

!3y integration we have 

M {Vk (5 (T)v rl (T)) /X0, TV to) - V (~0, 7) = iM {$J @if’ XiXj /X0,7) dt 

0 i. j 

Since the system is asymptotically stable, M(v,) - 0 as T - m, which 
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proves (3.19). 

Dropping the transformations similar to those we had used earlier, we 

write an estimate for the coefficients vk of series (1.3) 

If we designate 6 = max) rij(q) 1 for Q <q < Q, then, in the light of 
notation (3.9), we get 

‘Ihe remainder of the proof repeats the reasoning set forth above. 

Remark 3.1. The construction of a dominating series allows us not 
only to prove the convergence of series (1.3) but also to determine the 
radius of convergence in a known fashion. 

We formulate the results obtained as a theorem. 

Theorem 3.1. If for system (1.1) in the interval ql< TJ \<Q, the co- 

efficients A(q) and c(q) are continuous and the following conditions are 
satisfied: 1) the system of vectors c(q), A(q)c(q), . . . , A”- ‘(q)c(~) is 
linearly independent, 2) either the probability of the transition q = a- 
q = P is small or the right-hand side of (1.1) can be written in the 
form (1.51, then, the Liapunov function v(r, q) and the optimal control 
g(x, q) can be represented in the form of series (1.3). ‘Ihe coefficients 
of these series can be found by solving linear systems of algebraic or 
integral equations. 
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